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The kinetics of bond fragmentation for a series ofN-methoxypyridyl radicals are analyzed in terms of a
simple curve-crossing model that includes bond stretching and bond bending coordinates. The model accurately
reproduces the reaction surfaces calculated using density functional theory (DFT) and also the experimental
reaction energy barriers. The reactions proceed on the ground state surface by avoidance of a conical
intersection, which is clearly illustrated by the model. A value for the electronic coupling matrix element
responsible for splitting the upper and lower surfaces of 0.9 eV is obtained. The model illustrates the molecular
features that allow barrierless fragmentation from a formallyπ* radical.

Introduction

Transition state theory remains the most widely used method
for the analysis of reaction rate constants in organic chemistry.1,2

Although transition state theory successfully relates the rate of
a reaction to its barrier height, it does not describe the factors
that control the height of the barrier nor allow predictions of
how to make the barrier larger or smaller. Curve-crossing models
relate barrier height to the overall reaction energy change and
form the basis of many other theoretical descriptions of chemical
reaction kinetics, including the Bell-Evans-Polyani principle,3

the Hammond postulate,4 Marcus theory,5 the Shaik/Pross
VBCM model,6 and Saveant’s description of reductive cleavage
reactions.7 In principle, parametrization of such a theory could
allow reaction barrier heights, and hence rate constants, to be
predicted, although examples of this are rare.6,8-10

In a recent series of papers, we have described the kinetics
of N-O bond fragmentation in a series ofN-methoxypyridyl
radicals formed by one-electron reduction of the corresponding
pyridiniums, as illustrated in eq 1 for the parent system.11 These
reactions are of interest for several reasons.

First, their reaction path is determined by avoidance of a
conical intersection.11 The importance of conical intersections
in photochemical processes is well-known,12 but their role in
ground state reactions is less frequently discussed.10,13Second,
avoided crossings around conical intersections involve the
mixing of ground and excited states characterized by intramo-
lecular electron and energy transfer matrix elements. Evaluation
of such matrix elements is central to research on radiationless
and radiative transitions.14,15With the exception of the VCBM
model of Shaik and Pross,6 however, discussion of their role in
ground statechemical reactions is less common,10,15a,16in part,
because their values are difficult to determine. Finally, some

of theN-methoxypyridyl radicals studied previously underwent
bond fragmentation apparently with little or no barrier to
reaction.11b,c The design of electron transfer activated bond
fragmentation reactions that occur at the highest possible rate
has been the subject of considerable research over many years,17

yet very few definitive examples of such reactions that occur
with no barrier have been reported.

Previously, we found that a qualitative curve-crossing model
provided a useful understanding of the rates of these reactions.11

The model accounted for substituent effects and was found to
be predictive in terms of relative reactivity. We wondered
whether aquantitatiVecurve-crossing model could simulate the
absoluterate constants for the reactions.

Proper description of the fragmentation reaction ofN-
methoxypyridyl radicals requires the consideration of two
important coordinates, that is, bond stretching and out-of-ring
plane bond bending.11 Hynes et al. recently described in detail
a quantitative 3-D curve-crossing model for a closely related
reaction, that is, fragmentation of the radical anion of the
p-cyanophenyl chloride radical anion, as a function of the same
two coordinates.10 The Hynes model included a detailed
description of solvation effects and used modified transition state
theory to successfully simulate the kinetics of the C-Cl bond
fragmentation process. Importantly, the matrix element respon-
sible for splitting of the ground and excited radical anion
(diabatic) states was also obtained.10

Herein, we describe a quantitative model for the pyridyl
radical fragmentation reaction of the “Hynes” type,10 that
accurately reproduces the reaction barriers for a series of
fragmentation reactions with a wide range in rate constants. The
model is extremely simple to implement and, in addition to
reaction barriers, provides structural information for both the
radical minima and transition states. The model clearly illustrates
the factors that control the relative reaction barrier heights for
the reactions, and the origin of a barrierless reaction is easily
understood.

Development of the Model

Reduction of anN-methoxypyridinium puts the extra electron
into aπ* orbital associated with the aromatic ring. Thisπ* state* Corresponding author. E-mail: igould@asu.edu.
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is stable with respect to dissociation of the N-O bond, since
theσ bond order remains unaffected. As shown by the straight-
line correlation in Figure 1, stretching the N-O bond in this
radical yields the methoxy radical and pyridine with one electron
in the π* orbital and one in a nonbonding orbital on nitrogen,
that is, a pyridinen f π* excited state (nπ* in Figure 1).
Formation of the ground state pyridine and methoxy radical
products (n2 in Figure 1) thus requires the participation ofσ*
excited states of the radical. In this regard, the aryl halide radical
anion7,10 and pyridyl radical systems are slightly different. In
the halides, the presence of an electron in theσ* orbital results
in a three-electron C-Cl bond that may be repulsive and lead
to the product aryl anion and halide anion directly.18 Because
of the smaller difference in electronegativity, however, the N-O
three-electron bond may not be repulsive, and higher excited
σ* states are probably involved.11b,c Two states that were
discussed previously are illustrated in Scheme 1. One of these
has one electron in each of theπ*, σ, andσ* orbitals (πσσ*),
and another has one in theσ orbital and two in theσ* orbital
(σσ*2) (Scheme 1). These (πσσ*) and (σσ*2) states readily mix
upon out-of-ring plane bending of the N-O bond. The nature
of the mixed state depends on the N-O bond length. At short
bond lengths, the (πσσ*) state is lower in energy and the mixed
state has mainly this character. At longer bond lengths, the
repulsive (σσ*2) state dominates and yields the ground state
pyridine and methoxy radical products at large separation. To
simplify the model, we assume a single mixedσ* state (Figure
1) that changes character smoothly with increasing N-O bond
distance and correlates with the ground product staten2 in Figure
1.

The reaction is thus characterized by a crossing of theπ*
(attractive) andσ* (repulsive) excited states. A critical point is
that mixing of theπ* and σ* states is symmetry forbidden in
the planar radical and an avoided crossing only occurs when
the N-O bond is bent out of the ring plane.10,11 The curve-
crossing model is thus properly defined in terms of two

coordinates, that is, N-O bond stretching,rN-O, and bending,
R (Scheme 2).

The energy difference between theπ* and nπ* states of
Figure 1 is the N-O bond dissociation energy (BDEπ) of the
planarπ* radical.8b The energy difference between the product
n2 state and thenπ* state, the pyridine excited state energy, is
thus equal to the sum of BDEπ andErxn, the reaction exother-
micity (Figure 1).

The energy difference between the productn2 and theσ* state
is less well-defined. In previous curve-crossing models of this
type, however,8b,10 this energy difference has been equated to
BDEπ. We have made the same assumption here, although we
have also sought some independent justification. First, the energy
difference between theπ* state and a pure (πσσ*) state is
roughly equal to the bond dissociation energy, since this is the
energy required to transfer an electron from theσ orbital to the
σ* orbital.6 The energy difference between theπ* andσ* states
in Figure 1 is thus somewhat less than BDEπ, due to mixing of
the (πσσ*) and (σσ*2) states. If the decrease in energy due to
mixing is of the same order asErxn, then the assumption is
accurate. This assumption has also been tested using a time-
dependent density functional theory (DFT) computation; see
further below.

Construction of the model starts with a more realistic
description of the N-O bond stretching coordinate than the
straight-line correlations of Figure 1. The energy of the bound
π* configuration as a function of N-O distance,Eπ(r), can
be given in terms of a Morse potential (eq 2a)8b where the value
of the curve at infinite bond length equals BDEπ, â is the
asymmetry parameter, and zero energy is defined to be
the bottom of the Morse curve. The energy of theσ* config-
uration,Eσ(r), can be described as the repulsive component of
the Morse curve (eq 2b).8b,10 The energies are given in terms
of ∆rN-O, the difference between the actual bond length,rN-O,
and that of theπ* radical configuration at its minimum energy,

rmin. Examples of these potential energy curves are shown
superimposed on the straight-line correlations in Figure 1.

The energy of the diabats in the second (bending) coordinate
is estimated as a standard bending potential,Ebend. These can
take complex forms, but a simple quadratic potential works well
(eq 3).19 Here,kbend is the out-of-plane bending force constant
and R is the bend angle in radians. The bending potential is

included in the model by simple addition to the bond stretch
potentials to give the diabatic energies as a function ofrN-O

andR, Dπ(r,R), andDσ(r,R) (eq 4). Examples of these diabats
are illustrated in Figure 2A. The bending potential is assumed
to be

Figure 1. Energy correlation diagram for aπ* pyridyl radical (bottom
left) andσ* radical (top left) as a function of N-O bond length,rN-O.
The solid lines show the correlations for the planar radicals. The curves
show the Morse energy curve for theπ* radical and the repulsive energy
curve for theσ* radical calculated using eq 2, with the parameters
given in Table 1, and a reaction exothermicity,Erxn, of 6.4 kcal/mol.

SCHEME 1

SCHEME 2

Eπ(r) ) BDEπ(1 + exp(-2â∆rN-O) - 2 exp(-â∆rN-O))
(2a)

Eσ(r) ) (BDEπ exp(-2â∆rN-O)) - Erxn (2b)

Ebend) kbend(π - R)2 (3)

Dπ(r,R) ) Eπ(r) + Ebend(R) (4a)

Dσ(r,R) ) Eσ(r) + Ebend(R) (4b)
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the same for both diabats and to be independent ofrN-O.
Bending is associated with rehybridization of the nitrogen and
in the absence of mixing results in an increase in energy because
(in addition to other electron repulsion effects) two electrons
formally associated with nitrogen occupy a nonbonding atomic
orbital on nitrogen when bent but occupy lower energyπ
bonding orbitals on the ring when planar. This is the case
whether there is actually an N-O bond or not; hence, the
assumption that bending is independent ofrN-O seems safe.

The adiabatic reaction surface is formed using a simple two-
state perturbation model, which gives the relationship between
the diabatic and adiabatic state energies, as shown in eq 5a.

Here,V is the matrix coupling element andE is the adiabatic
energy, which has two values,Eu andEl, for any given set of
the independent variables that determineDπ and Dσ. Solving
for these values using eq 5b yields the energy of the lower
reaction adiabatic potential energy surface,El, and an excited
upper adiabatic surface,Eu. The matrix coupling element,V, is
related to the orbital overlap between theπ andσ radical states.
We have approximated this overlap using a sine function (eq
6) whereVmax is the coupling at maximum orbital overlap. Using
eqs 2-6,

values forEl and Eu as a function ofrN-O and R are easily
computed, and examples are given in Figure 2B. The reactive
lower and excited upper surfaces exhibit extensive splitting,
except at the crossing point in the planar conformation, where
they meet at a conical intersection. Under transition state theory

assumptions, the reactions proceed via the minimum energy
geometry at the transition state, avoiding the conical intersection.

N-O bond fragmentation in the series of pyridyl radicals
indicated in Table 2 has been studied previously using hybrid
density functional computations (B3PW91/6-31+G*).11c A best
fit to these DFT potential energy surfaces for radicals1-7 was
obtained using the curve-crossing model (eqs 2-6). The
parameters BDEπ, â, rmin, kbend, andV were varied globally (that
is, they were set to the same for every compound).Erxn, the
reaction exothermicity, is the parameter that distinguishes the
various reactions and was allowed to vary for each radical. A
final parameter,Eoff, is a compound-dependent shift parameter,
expected and found to be small, which reflects the fact that the
DFT energies are normalized to those at the minimum geom-
etries. These geometries are not that of the pureπ* state
minimum, that is, atrN-O ) rmin, the energy upon which the
calculated surfaces were based. The offsets should be dependent
on the reaction exothermicity, and this was found to be the case
(Table 2). Because the model describes the best fit to DFT
computed energy surfaces,Erxn andEoff are electronic energies.
The parameters that best fit the DFT data are those summarized
in Tables 1 and 2. Thep-styrylpyridyl radical,2, has a reaction
exothermicity of 6.4 kcal/mol; thus, Figures 1 and 2 describe
the diabatic and adiabatic energy curves and surfaces for this
particular reaction.

The fits to the DFT surfaces are illustrated in Figure 3 for
several of the radicals. For each radical, a contour plot is shown
of energy versus angle versusrN-O, calculated using the curve-

Figure 2. (A) Diabatic π* and σ* surfaces as a function of N-O distance,rN-O, and out-of-plane bending angle,R. (B) Lower reactive (mainly
blue) and upper excited (yellow/green) adiabatic surfaces formed by mixing the diabatic surfaces from part A. The Morse and repulsive curves
from which the diabatic and adiabatic surfaces are derived are indicated by the black dots in each part of the figure. The surfaces are calculated
using the parameters of Table 1 and for a reaction exothermicity of 6.4 kcal/mol.

|(Dπ - E) V
V (Dσ - E) | ) 0 (5a)

Eu,1 )
Dπ + Dσ ( x(Dπ + Dσ)

2 - 4(DπDσ - V2)

2
(5b)

V ) Vmax sin(π - R) (6)

TABLE 1: Values of Fitting Parameters That Give the Best
Fit to B3PW91/6-31+G* Computed Potential Energy Curves
for Fragmentation of the N-Methoxypyridyl Radicals of
Table 2a

BDEπ

(kcal mol-1)
â

(Å-1)
rmin

(Å)
kbend

(kcal mol-1 rad-2)
Vmax

(kcal mol-1)

76.7 2.11 1.40 4.9 20.8

a See text for definition of symbols.
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crossing model. The points on the contour plots indicate the
DFT computed angles versusrN-O for each reaction. Below each
contour plot is shown the difference between the DFT and the
calculated energies at eachrN-O. The fitting routine determined
the values of the global (BDEπ, â, rmin, kbend, andV) and reaction
specific (Erxn andEoff) parameters that best reproduced the DFT
energies at eachrN-O for each reaction. Reproduction of the
DFT bending angles was not included as part of the fitting
routine, and the angles obtained from the model are simply those
that give the best fits to the DFT energies. Nevertheless, the
DFT angles are reproduced reasonably well by the model, as
illustrated by the fact that the points lie close to the lowest
energy path for each reaction predicted by the model. The angles
at the transition states are somewhat overestimated by the model,
particularly for radical1, and indeed, the fit to the DFT energy
profile for this radical is the worst of all of the reactions.
However, the maximum deviation between the model and DFT
energies for this reaction is 1.7 kcal/mol, which corresponds to
only 6% of the total range of DFT energies included in the fitting
procedure. Most of the differences between the model and the
DFT energies are considerably<1 kcal/mol, that is,<3.5% of
the total range of DFT energies.

As discussed above, the reactions proceed via avoidance of
a conical intersection,10,11 and this feature is clearly illustrated
in the contour plots of Figure 3. In each reaction, the radical
has to undergo considerable N-O bending to get “around” the
high-energy cone and then traverse the transition state mainly
along the N-O stretching coordinate.

The bond dissociation energy and length parameters obtained,
BDEπ andrmin, correspond to the pureπ* diabatic planar radical.
The DFT computed minimum N-O bond lengths for the actual
radicals used in the fitting,3-7, range from 1.41 to 1.46 Å
(Table 3). As discussed further below, these should all be longer
than that for the pureπ* radical, as they were found to be. The
computed value for thep-nitro radical,1, is somewhat shorter
than rmin but only by 0.02 Å.

The model assumes that the energy difference between the
diabaticn2 andσ* states (connected by the repulsive curve in
Figure 1) is equal to BDEπ. Theσ* state in Figure 1 is an excited
state of theπ* radical in the absence of mixing, that is, when
the out-of-plane bending angle,R (Scheme 2), is zero. According
to Figure 1, the difference in energy between the pureπ* and
σ* states at small N-O should be equal to BDEπ minus the
reaction exothermicity,Erxn. A time-dependent DFT computation
was performed on the parent pyridyl radical in an attempt to
determine the actual energy difference between theπ* and σ*
states. The equilibrium geometry of the pyridyl radical is quite
bent (a ) 141°).11c The computation, however, was performed
with the N-O bond length fixed at 1.4 Å (i.e., the bond length
for the pureπ* radical obtained from the simulations, Table 1)
and the angleR fixed at 180°, to eliminate mixing between the
π* and σ* states.

Five excited states were obtained, with (electronic) energies
above the ground state of 32.7, 62.8, 72.8, 75.9, and 76.3 kcal/
mol (see the Experimental Section). Of these, the lowest energy
transition is clearlyπ - π*, but the second, with an energy of
62.8 kcal/mol, was found to have mainlyπ - σ* character,
which we assign to the vertical excitation shown in Figure 1.
For the parent pyridyl radical, the reaction exothermicity is 15.4
kcal/mol (Table 2). Thus, together with a BDEπ of 76.7 kcal/
mol (Table 1), the model predicts an energy difference between
pure π* and σ* states at 1.4 Å of 61.3 kcal/mol. This is in
remarkably good agreement with the 62.8 kcal/mol value from
the time-dependent DFT computation, in support of both the
assumption of then2 - σ* energy gap in Figure 1 and the model
in general. As a further test of the assumption, and of the
interrelationship between the parameters, we have examined the
effect of allowing the energy gap between then2 andσ* states
to be different from BDEπ. We find that allowing these energies
to differ by up to 10 kcal/mol results in changes in the optimized
values for most of the other parameters of<10%. Details are
given in the Supporting Information.

TABLE 2: Model Parameters, Erxn and Eoff, Calculated Model Activation Free Energies,∆Gq
calcd, DFT Computed Activation

Free Energies,∆Gq
DFT, and Experimental Activation Free Energies,∆Gq

exptl, for N-O Bond Fragmentation in
N-Methoxypyridyl Radicals

a Model electronic reaction energy, see text.b Model electronic energy offset parameter, see text.c Calculated using eq 7 as described in the text.
d B3PW91/6-31+G* computed activation free energy.11c e Experimental activation energy.11a,b f Not measured.g Average of energies at 1.4 and
1.5 Å for the minimum and 1.5 and 1.6 Å for the transition state, since no barrier was found.11c
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A bending coefficient of 4.9 kcal/mol‚radians2 was deter-
mined. As discussed above, in essence, this corresponds to a
rehybridization coefficient. Although there are several differ-
ences between the N-O bond breaking reaction studied here
and the C-Cl bond breaking reaction studied by Hynes et al.,10

our value is comparable to the value 11.5 kcal/mol‚radians2

determined for thep-cyanophenyl chloride radical anion (when
differences in the formulation of the respective equations are
taken into account).10a It is reasonable that the coefficient is
larger for the aryl chloride radical anion, since rehybridization
localizes a pair of electrons on carbon in this case, compared
to corresponding lone pair localization on nitrogen in the pyridyl
radical reaction. The more electronegative nitrogen can more
easily accommodate these electrons and thus rehybridizes more
easily.

The crucial parameter is the matrix coupling element that
determines the extent ofπ*/σ* mixing. The optimal value for
Vmax was found to be 0.9 eV (20.8 kcal/mol), which yields a
splitting between the adiabatic states at the transition states of
38-41 kcal/mol, depending upon the particular reaction. This
can be compared to the value that Hynes et al. found for the
p-cyanophenyl chloride radical anion of 0.62 kcal/mol‚degree
(for a linear dependence ofV on the hybridization angle),
yielding a coupling coefficient of 16.12 kcal/mol at the transition
state (or an approximate splitting of 32 kcal/mol).10

The N-O Bond Fragmentation Reaction

Reaction barriers can be determined from the curve-crossing
model as the energy difference between the radical minima and

Figure 3. Contour plots of energy (kcal/mol) versus N-O distance,r-O, versus out-of-plane bending angle,R, calculated using eqs 2-6 and the
parameters in Tables 1 and 2, for the radicals shown. The points indicate DFT angles versusrN-O for the reactions from ref 11c; the circled points
represent the radical minima and transition states. There are is no minimum or transition state for7 because this reaction has no barrier. Also shown
are the energy differences,δE, between those calculated using the model and those computed using DFT, as a function ofrN-O. The plots for
radical5 are not shown; they are very similar to those for radical6.

TABLE 3: Geometrical Parameters from the Model Compared to Those Computed by DFT for N-O Bond Fragmentation in
N-Methoxypyridyl Radicals

radical rmin
DFT a (Å) rmin

calcd b (Å) Rmin
DFT a (deg) Rmin

calcd b (deg) rq
DFT a (Å) rq

calcd b (Å) Rq
DFT a (deg) Rq

calcd b (deg)

1 1.38 1.41 175 157 1.71 1.76 134 120
2 1.41 1.42 154 147 1.67 1.67 132 120
3 1.41 1.41 155 149 1.68 1.67 133 120
4 1.43 1.42 147 141 1.61 1.60 133 121
5 1.46 1.43 142 137 1.57 1.57 134 122
6 1.46 1.43 141 137 1.58 1.57 134 124
7 1.45c 1.45c 136c 132c 1.55c 1.55c 131c 121c

a B3PW91/6-31+G* computed bond lengths and bend angles at the radical minima (min) and transition states (q).11c b Bond lengths and angles
from the model, using eqs 2-6 and the parameters given in Tables 1 and 2, at the radical minima (min) and transition states (q). c These values
refer to an average of those determined at 1.4 and 1.5 Å for the minimum and 1.5 and 1.6 Å for the transition state, since no barrier was found in
this case.11c

2916 J. Phys. Chem. A, Vol. 109, No. 12, 2005 Lorance and Gould



transition states. Because the model is parametrized using DFT
electronic energies, this is an electronic energy difference,
∆Eq

calcd.20 However, the previously determined DFT activation
free energies,∆Gq

DFT, exhibit an excellent linear correlation
with the corresponding DFT electronic energy differences,
∆Eq

DFT, according to eq 7.10c Therefore, we can calculate
activation free energies given by the model,∆Gq

calcd, by

assuming the relationship of eq 7 holds also for∆Eq
calcd from

the model. The∆Gq
calcd values obtained in this way are are

summarized in Table 2 and are compared to the corresponding
DFT values,∆Gq

DFT, and also those from experiment,∆Gq
exptl,

in Figure 4. The agreement between the activation free energies
from the model and the DFT calculations is reasonable (Figure
4A). Because the DFT activation free energies were previously
shown to agree well with experiment,11c it is not surprising that
the calculated and experimental activation energies are also in
good agreement (Figure 4B). The calculated activation energies
are smaller than experiment by∼1 kcal/mol, mainly because
the DFT activation free energies were smaller than the experi-
mental values by the same amount.

In addition to the activation free energies, the model
reproduces the other important features of the reaction. In
general, the reactions are more exothermic and faster with
electron donating groups and less exothermic and slower with
electron withdrawing and delocalizing groups. These trends are
expected on the basis of simple thermodynamic cycle argu-
ments21 and have been discussed in detail from a molecular
structure perspective previously.11 The model clearly illustrates
the fundamental reason for these trends. An electron donating
(or withdrawing group) raises (or lowers) the electronic energies
of configurations in which the unpaired electron of the radical
is in a π* orbital more than when it is in aσ* or nonbonding
orbital on nitrogen. Thus, the energy of theπ* adiabat is raised
by an electron donating group and lowered by a withdrawing
group, whereas theσ* adiabat is hardly changed. Thus, a
donating group raises the energy of the attractive Morse curve
in Figure 1 (the energies of theπ* and nπ* states are both
raised) relative to the repulsive curve (the energies of theσ*
and n2 states are hardly changed), which results in a larger
reaction exothermicity, earlier transition state, and faster reac-
tion.

At the geometries corresponding to the bound radicals before
fragmentation, the energy minima from the DFT calculations
occur for values ofrN-O and R ranging from 1.44 to 1.41 Å

and 180 to 144°, respectively. The model allows lengthening
and bending of the N-O bond at these minima as a result of
mixing of theπ* and σ* states. Mixing lowers the energy (in
reality by allowing the electrons to occupy an orbital with
considerable N-O σ* character) as a result of eqs 3 and 4. The
calculated radical minimum energy geometries are determined
by balancing the energy increasing and decreasing factors, just
as in the actual radicals. The extent to which state mixing occurs
is determined by how close the diabats are in energy at any
particular value ofrN-O. In the model, this is varied for the
different reactions via the exothermicity parameter,Erxn. The
reactions with larger exothermicities bring the adiabats closer
together, which increases mixing, thus lowering the energy
around the minimum geometry and lengthening and bending
the bonds. The absolute values of the angles and bond lengths
at the minima and the bond lengths at the transition states from
the model compare reasonably well with those from the DFT
(Table 3). The bond lengths at the minima are also reproduced
reasonably well; however, as discussed above, the transition state
angles are too large (Table 3). Nevertheless, the simple model
apparently contains all of the essential features of the entire
reaction surface.

The model predicts smooth increases in the length of the
N-O bond and also the extent of bending at the bound
minimum with increasing exothermicity (Figure 5). The N-O
bond length and the bending angle both decrease at the transition
state with increasing exothermicity, although the effect is much
smaller than that for the minimum (Figure 5). Thus, the
structures of the radical minima and transition states approach
each other (the reactant radical increasingly approaches the
structure of the transition state) with increasing exothermicity.
The obvious limit in this regard is radical7, in which the
minimum and transition state have merged and for which DFT
computations and experiment indicate that there is essentially
no barrier at all.11 This reaction is also predicted to be barrierless
by the model, as clearly indicated in Figure 3.

Evidence in favor of barrierless solution phase electron
transfer induced dissociation reactions has been sought for some
time.17 One-electron reduction of an appropriate aliphatic
compound can form a three-electronσ bond (aσ* radical) that
is repulsive with respect to dissociation of that bond. Alkyl
halides represent a classic example of this, and one-electron
reduction to form the radical anion of many alkyl halides results
in dissociation of the carbon-halogen bond without any
barrier.18 For organic systems containing an aromatic group,
however, the lowest energy unoccupied orbital will in general

Figure 4. Activation free energies for N-O bond fragmentation in
N-methoxypyridyl radicals from the curve-crossing model,∆Gq

calcd,
versus (A) DFT computed free energies (slope 1.12, intercept-0.23)
and (B) experimental reaction free energies (slope 0.96, intercept
-0.97).

∆Gq
DFT ) 0.96∆Eq

DFT - 0.92 (7)

Figure 5. (A) Out-of-plane bending angle,R, at the bound radical
minimum (closed circles) and transition state (open circles) and (B)
N-O bond lengths,rN-O, for (closed circles) the bound minimum and
(open circles) the transition state, for fragmentation ofN-methoxypyridyl
radicals, as a function of reaction exothermicity,Erxn, predicted using
the curve-crossing model described by eqs 2-6 and the parameters in
Tables 1 and 2.
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be aπ* orbital. As discussed above,π* radicals are stable with
respect to bond breaking, andσ* character is required for
reaction, which in turn requires curve crossing. Thus, it could
be concluded that the dissociation of an aromatic radical anion
will always have a barrier. However, the curve-crossing scheme
discussed here nicely illustrates how the activation energy for
fragmentation is decreased both by increasing the exothermicity
and by increasing the splitting between theπ* and σ* diabatic
states. For the current case of radical7, a nominal reaction
exothermicity of∼1 eV and a state splitting also of∼1 eV
combine to the extent that the barrier to reaction completely
disappears.

The simple quantitative curve-crossing model described here
accurately describes the N-O bond fragmentation reaction in
N-methoxypyridyl radicals and illustrates the molecular features
required for barrierless reaction. One obvious extension of this
work is a parametrization of the model without the need for
the computations so that reaction rate constants could be
predicted. Another is to apply the model to related reactions.
Work along both lines is ongoing.

Experimental Section

The DFT energy surfaces, radical minima, and transition state
structures used in the simulations were those described in ref
11c. The time-dependent DFT computations were executed
using the Gaussian 03 suite of programs.22 The UB3PW91
method23 was used with the 6-31G basis set24 augmented with
a set of Cartesian d orbitals on the second (and higher) period
elements (polarization orbitals; 6-31G*) and one set of diffuse
orbitals25 (6-31+G). The excitation energies of the planar
N-methoxypyridyl radical were obtained by first completing a
constrained optimization of the radical (N-O bond length of
1.40 Å, R angle of 180.0°) using UB3PW91/6-31+G*. This
structure was then used for the TD DFT computation26

[UB3PW91 TD(50-50,NStates)6)/6-31+G*]. The orbitals were
characterized visually using GaussView 3.0.27
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